Příloha č. 1 Technická specifikace předmětu plnění

Specifikace dodávky datového úložiště pro provozní data

Minimální parametry:

Architektura

· Plně redundantní datové úložiště rozmístěné ve dvou oddělených lokalitách (rack skříních, technických místnostech), odolné proti výpadku jakékoliv jeho části i celé jedné lokality bez dopadu na provoz aplikací a dostupnost dat
· Unified storage řešení musí být koncipováno jako HW, SW a FW od jednoho výrobce
· Bloková FC host komunikace s možností výhledového rozšíření o blokovou iSCSI a FCoE host komunikaci
· Souborová NFS (v3, v4) host komunikace s možností výhledového rozšíření o souborovou
CIFS (SMB2, SMB3) host komunikaci

· Jednotný management a monitoring všech HW komponent, komunikačních protokolů a všech níže uvedených funkcionalit
HW konfigurace

· Velikost RAM cache v řadičích minimálně 32GB/řadič
· řadiče musí umožnit použití doposud používaných PCIe Flashcache akcelerátorů

Celková výkonová rozšiřitelnost doplněním dalších výkonných rotačních nebo SSD disků s možností okamžité transparentní výkonové akcelerace pomocí SSD read/write cache o kapacitě min. 20 TB

· Podpora RAID režimu s jednoduchou, dvojnásobnou i trojnásobnou paritou a zrcadlením
· Celková kapacitní rozšiřitelnost on-line na min. 700 HDD/SSD tvořící jednotný storage systém

pro transakčně laděné systémy je požadováno dodání min. 115 TB kapacity s HDD 10krpm

v minimálním počtu 96 ks


pro  kapacitně laděné  systémy  je  požadováno  dodání  min.  280 TB  kapacity  s HDD  7krpm

v minimálním počtu 48 ks

· možnost použití disků s různým výkonem a kapacitou v rychlostech 7200, 10000 a 15000 rpm.
· řadiče musí umožnit nativní SAS připojení doposud používaných 4U HDD/SSD expanzních modulů a disky
· veškeré doposud používané i nové disky budou rozděleny symetricky do dvou galvanicky oddělených lokalit
· minimálně 8 ks FC host kanálů diskového pole minimálně 16/8/4 Gbps/kanál, včetně SFP+
· minimálně 8 ks Ethernet/iSCSI kanálů diskového pole o rychlosti minimálně 1 Gbps
· minimálně 8 ks Ethernet/iSCSI SFP+ kanálů diskového pole o rychlosti minimálně 10 Gbps
· možnost dále zvýšit průchodnost a počet FC hostkanálů diskového pole na minimálně dvojnásobek výše uváděných minimálních hodnot
· možnost dále zvýšit průchodnost a počet 10 Gbps Ethernet/iSCSI host kanálů diskového pole na minimálně dvojnásobek výše uváděných minimálních hodnot
· redundantní zdroje napájení
· bezproblémové certifikované zapojení do současné FC SAN infrastruktury s FC switchi QLogic SANBox 5800 a s FC HBA kartami QLA2310, QLA2340 a QLE2460.
· potřebný připojovací materiál, specifikace připojovacích konektorů a délky
· součástí dodávky jsou kabely pro připojení do FC infrastruktury s konektory na straně switchů typu LC/PC multimod v délce min. 15m
· součástí dodávky jsou napájecí kabely pro připojení k PDU liště konektor typu IEC C13/C14, délka min. 1,8m
Softwarová konfigurace datového úložiště:

· požadavek komunikace FC protokolem přes 16/8/4 Gbit FC host kanály
· požadavek komunikace NFS protokolem se servery a pracovními stanicemi v režimu redundantního souborového serveru
· požadavek certifikace datového úložiště pro Linux, Windows, Xen, KVM,  VMware a Hyper-
V operační systémy


požadavek FC komunikace s min. 100 Linux, Windows, Xen, KVM, VMware a Hyper-V servery ve fyzickém nebo virtuálním prostředí redundantními datovými cestami (MPIO)

· možnost komunikace iSCSI protokolem přes 1/10 Gbit host kanály
· možnost komunikace CIFS protokolem se servery a pracovními stanicemi v režimu redundantního souborového serveru
· požadavek na snapshot funkcionalitu pro blokové i souborové rozhraní bez znatelného dopadu na výkon provozovaných aplikací
· požadavek na uchování minimálně 200 snapshotů na každý exportovaný LUN/share
· požadavek licence pro tvorbu snapshotů pro plnou kapacitu (maximum dostupné datovým úložištěm)
· požadavek na využití snapshotů pro zálohování a případně rychlou obnovu dat
· požadavek deduplikace primárních dat na určených oblastech datového úložiště – úspora prostoru redundantních dat ve FS, emailech, XEN a KVM virtualizaci
· požadavek komprese primárních dat na určených oblastech datového úložiště – úspora prostoru dat ve FS a emailech,
· požadavek QOS – řízení priorit a výkonu pro jednotlivé oblasti datového úložiště
· požadavek  na automatickou  kontrolu  integrity  uložených  dat  s případnou  automatickou
opravou detekovaných nekonzistencí


možnost okamžitého restore historických dat z dostupných snapshotů a startu aplikace s historickými daty v případě jejich narušení

· možnost vytváření konzistentních snapshotů s aplikačním prostředím ORACLE a ORACLE-RAC a možnost případné rychlé obnovy provozu Oracle aplikací nad historickými dle časového bodu zadaného z prostředí ORACLE RMAN
· možnost vytváření kapacitně úsporných, zápisově plně aktivních klonů provozních dat pro účely vývoje a testování
· možnost replikace dat do jiného datového úložiště v DR lokalitě po IP komunikačních linkách se zachování snapshotů a konzistentních bodů i na replikované cílové straně
· možnost chránit část dat na datových úložištích proti přepisu - WORM funkcionalita
Management datového úložiště:

· požadavek na jednotný úplný remote web base management veškerých HW komponent a výše uvedených SW funkcionalit datového úložiště
· požadavek na jednotný úplný CLI management veškerých HW komponent a výše uvedených SW funkcionalit z příkazového řádku administrátorské konzole a skriptů
· požadavek na sledování výkonu a vytížení jednotlivých komponent s automatickým upozorněním na případné anomálie a možností výstupu reportů statistických dat
Nedílnou součástí plnění Smlouvy je rovněž:

· záruka na dodávku předmětu v délce 60 měsíců
· SW podpora a maintenance v délce 60 měsíců
· hot-line v českém jazyce dodavatele v délce 60 měsíců
· nepřetržitý vzdálený dohled ze strany dodavatele v délce 60 měsíců
· proaktivní monitorování systému s automatickou reakcí ze strany dodavatele v délce 60 měsíců

servis systému v místě instalace s garantovanou reakcí NBD (Next Business Day) nebo lepší v délce 60 měsíců – týká se záručních oprav

· montáž a instalace diskových prostor do systému XEN, KVM a Hyper-V hypervizorů, OS
Linux a Windows s provozovanými souborovými systémy a aplikacemi/databázemi Oracle a systému elektronické pošty včetně datově konzistentních snapshotů



· zaškolení správců v rozsahu min. 2x8 hodin pro 3 osoby na dodaných zařízeních, ve dvou termínech
· veškerá komunikace bude probíhat v českém jazyce
· termín dodávky a základní instalace je plánována mezi 1. 12. 2016 až 15. 12. 2016
· místo dodání je Univerzitní 20, Plzeň, místnost č. UI420
· po přenosu dat ze stávajícího datového úložiště budou přepojeny SAS expanze, termín bude stanoven po kontrole přenesených dat
