Ptiloha €. 1 — Specifikace
Obecné pozadavky na Systém:

- Systém pracuje jako hardwarova appliance s jednim ucelenym webovym rozhranim
pro véechny administratorské i operatorské Cinnosti v grafickém rozhrani. Nevyzaduje
instalaci dalsich systému a aplikaci, vyjma podpory sbéru na pobockach a agenta pro
sbér Windows logu.

- Systém provadi zpracovani sitovym provozem doru¢enych dat udalosti
z pfeddefinovanych zdroju logu.

- Systém musi mit moznost ulozeni uzivatelem vytvofenych pohledd na data pro budouci
zpracovani.

- Konfiguraéni a Systémové rozhrani a dokumentace k témto rozhranim musi byt
identické v anglickém i v Ceském jazyce. Nepfipousti se omezena dokumentace
v ¢eském jazyce nebo zjednodusena dokumentace odkazujici na dalSi dokumentaci
v anglickém jazyce, pfipadné na dokumentaci tfetich stran.

-V pfipadé kratkodobého (do 10 minut) az dvounasobného pretizeni Systému proti jeho
tabulkovym hodnotdam nesmi dojit ke ztraté logl nebo nespravnému stanoveni
¢asového razitka. VSechny pfijaté nezpracované logy/udalosti musi byt ukladany do
vyrovnavaci paméti.

- Dodany Systém musi obsahovat ucelené all-in-one feSeni pro parsovani a normalizaci
pfijatych udalosti bez nutnosti dodateéné instalace externich aplikaci nebo systémd.

- Jednotna centralni webova konzole s jednotnym grafickym rozhranim pro pfistup
k loglim, alertam, reportim a pro spravu Systému. Z této konzole se provadi veskera
konfigurace, sprava i analyza logl. Neni pfipustné, aby navrhovany System mél vice
rozdilnych konzoli od rliznych vyrobcl s rozdilnym ovladanim nebo aby se konfigurace
musela provadét mimo jednotné webové rozhrani.

- Moznost sbéru udalosti minimalne ve formatech RAW, Syslog RFC5424, CEF, LEEF,
JSON RFC8259

- Systém zachovava plvodni informaci ze zdroje logu o ¢asové znacce udalosti, ale
neddvéruje ji a vytvari vlastni davéryhodné Casové razitko ke kazdému logu, které
vznika v okamziku pfijeti logu Systémem a kterym se Systém defaultné fidi.

- Vsechna pole a polozky pfijaté Systémem jsou automaticky indexovany. Nad vSemi
polozkami je mozné ihned provadét vyhledavani bez nutnosti dodatecného ru¢niho
indexovani administratorem.

- Systém nesmi v zadném pfipadé umoznit mazani nebo modifikovani jiz uloZenych logu
v ramci pozadované retence. A to ani libovolnou konfigurani zménou -
administratorovi s nejvy$Simi opravnénimi k navrhovanému Systému. Kazdy
zpracovany log musi mit dohledatelny unikatni identifikator, ktery umozni jeho
jednoznacnou identifikaci.

- Systém musi umoziiovat konfiguraci filtrace nerelevantnich udalosti v grafickém
rozhrani vizualniho programovaciho jazyka. Pro psani filtrace nesmi byt pouzito
textové psani programového kodu ale tzv. vizualni programovani, které automaticky
opravuje uzivatele a upozorfiuje ho na chyby.

- Systém musi umozfovat unifikované vyhledavani napfi¢ véemi typy dat a zafizenimi
die normalizovanych poli (uzivatelské jméno, zdrojova IP, znacka/tag apod.).

- Systém provadi ucelenou vizualizaci logl, udalosti a strojovych dat (grafy udalosti).
Vizualizace musi byt dynamicka, tj. volbou v jednom grafu se ostatni pfislusné grafy
v pohledu na data upravi dle pozadované volby automaticky.

- Systém provadi konsolidaci logu na internim storage logovaciho Systému.

- Systém provadi automatické doplfiovani reverznich DNS zaznamt a GeolP informaci
k udalostem a u GeolP jejich grafické znazornéni na mapé bez nutnosti vyuzivat sluzeb
tretich stran &i externi aplikace.



Monitoring stavu Systému — alertovani pfi prekroCeni prahovych hodnot nebo chybé
Systému, preposlani upozornéni pomoci SMTP nebo Syslog.

Pozadujeme, aby Systém obsahoval REST-API pro integraci s externim
monitorovacim systemem (Zabbix, Nagios, MRTG, WhatsUp a dal$i) a umoziioval
autorizovany pfistup ke strukturované databazi logu.

Pozadujeme, aby Systém umoznioval jednotné vytvareni uzivatelskych roli definujicich
pfistupova prava k uloZzenym udalostem a jednotlivym ovladacim komponentim
Systému.

Systém musi podporovat ovéfovani uzivatele Systému na externim LDAP serveru.
V pfipadé vypadku externiho LDAP systému musi podporovat ovéreni lokainiho uctu.
Systém automaticky zaznamenava uzivatelska jména u akci provedenych konkrétnim
uzivatelem.

Systém obsahuje reportovaci nastroj s pfednastavenymi nejbéznéjSimi reporty
a moznosti vlastnich uprav a vytvoreni novych pohledd. Pro vytvareni novych pohledu
na data neni pfipustné pouzivat povinné SQL jazyk.

Systém umoznuje snadné vyhledavani udalosti a okamzité vytvareni grafickych report
(ad hoc) bez nutnosti dodateného programovani nebo aplikovani dotazi v SQL
jazyce. Reportovaci nastroj musi byt integraini soucasti navrhovaného Systému a musi
se obsluhovat v jednotném rozhrani nabizeného produktu.

Systém umoznuje v grafickém rozhrani vizualniho programovaciho jazyka snadno
provadét tfidéni a znackovani vstupnich dat pro jejich dalsi zpracovani. Nepfipousti se
nastavovani tfidéni vstupnich dat ve formé skriptu/makra zobrazeného v textovém
okne.

Systém umoznuje snadno vytvaret grafické zndzornéni udalosti v dashboardech nad
v8emi uloZenymi daty za libovolné Casové obdobi bez nutnosti nejprve modifikovat
konfiguraci Systému nebo parametri ulozenych dat. Historickd data v poZzadované
délce retence ulozena v Systému je mozneé prohledavat okamzité bez &asovych
prodlev opétovneho importu nebo dekomprimace starsich dat, prohledavani dat nesmi
vyzadovat manualni konfiguraci a zasahy uZivatele.

Systém musi mit moznost ulozeni uZivatelem vytvorfenych pohledd na data
(dashboardl) pro budouci zpracovani. Tovarné dodané pohledy na data nesmi jit
administratorem ani uzivatelem Systému nevratné modifikovat nebo smazat.

Systém obsahuje pfedpfipravené pohledy na ulozena data dle jednotlivych kategorii
zdrojovych zafizeni i dle logického €lenéni.

Na zakladé pohledu na uloZzena data Ize provést export dat ve strukturovaném formatu
tak, jak jsou v tovarné nastaveném nebo uzivatelsky nastaveném pohledu data
skuteéné zobrazena.

Systém provadi zpracovani udalosti z pfeddefinovanych zdroju logl napfi¢ vyrobci
aplikaci, operacnich systému a sitového hardware. Minimalni podporavany hardware:
aktivni sitové prvky Cisco (switche, routery), Fortinet, Zyxel, servery DELL, HP tlozisté
DELL, Qnap a dalsi) a minimalni podporovany software (Microsoft AD 2012/2019,
VMWARES5/6/7, Fortimail, Kerio Connect, Cisco CUCM, ISE, Oracle DB, MS SQL), viz
seznam podporovanych zafizeni v pfiloze ¢. 2 —~ Seznam podporovanych systému).
Systém umoziuje dopsani parserll pro vySe neuvedena zafizeni uZivatelem bez
nutnosti spoluprace s vyrobcem nebo dodavatelem (v¢. subdodavatelt) nabizeného
Systému — Uzivatelsky definované parsery. Dokumentace musi obsahovat prehledny
navod na vytvareni zakaznickych parserl a Systém musi obsahovat moznost testovani
a ladéni zakaznickych parser( v jednotném ovladacim grafickém webovém rozhrani
viz bod €. 1. Vytvareni a testovani parsert nesmi mit vliv na provoz Systému. Pro psani
parseri nesmi byt pouzito textové psani programového koédu ale tzv. vizualni
programovani, ktere automaticky opravuje uZivatele a upozornuje ho na chyby.
Systém poskytuje podporu pro vizualni programovani pro vSechny kroky zpracovani
strojovych dat. Ve webové konzoli se nepfipousti konfigurace za vyuziti skriptd, maker
nebo textovych konfiguracnich poli, do kterych se slozité textové skripty/makra vkladaji.



- Systém pfijima a zpracovava logy, udaiosti a dalsi strojové generovana data
prostfednictvim minimalné nasledujicich protokoll: SYSLOG (dle RFC3164, RFC5424,
RFC5425) a RELP. Systém musi umozniovat pfijem logl i na rozsahu alespon 50 UDP
a TCP portli pro zjednodu$ené tfidéni vstupnich zprav. Dale pozadujeme podporu
sbhéru strojovych dat z databazi s nastavenim v grafickem menu Systému minimainé
pro databaze MSSQL, MySQL, Oracle a PostgreSQL a to bez nutnosti instalovat na
databazovy server doplikovy software nebo agenta.

- Prijaté logy Systém standardizuje do jednotného formatu a logy jsou normalizovany
(rozdélovany) do pfislusnych poli die jejich typu. Zaroven Systém uchovava i originalni
verzi zprav. Integrované parsery Systému automaticky pridavaji ke zpravam, kterych
se to tyka, meta informace, o jaky druh zpravy se jedna a jeji Casove razitko, minimalné
pozadujeme rozliSeni téchto druhl zprav: Uuspésné pfihlaseni, neuspésné prfihiasenti,
odhlaseni, konfiguracni zména, znackal/tag. Tyto meta informace musi byt mozné
pfidavat i v uzivatelsky definovanych parserech.

- Hodnoty jednotlivych parsovanych poli je mozné v definici parseru pfetypovat
a standardizovat alespon na tyto zakladni druhy: Cislo, IP adresa, MAC adresa, URL.
Nad uloZzenymi &isly je pak mozné pfi prohledavani dat provadét matematické operace
(soucty vSech hodnot, priméry, nejmensi/nejvétsi hodnota apod.).

Vykonnostni a Softwarové parametry Systému:

- Systém funguje formou hardwarové appliance (vSechny &asti Systémi je mozné
nastavit v centraini webové konzoli a neni nutné editovat zadné konfiguraéni soubory,
scripty nebo makra v pfikazové radce).

- Aktualizace Systému jsou distribuovany v jednotném baliku a jejich instalace je
provadéna uzivatelsky pfes centraini webovou spravcovskou konzoli. V8echny
aktualizace musi byt provadény z webového prostfedi bez potfeby asistence
dodavatele/vyrobce dodavaného Systemu.

- Systém musi podporovat downgrade v jednom kroku, pro pfipad problém( s novou
verzi systému po upgrade. Neni pfipustny downgrade pouze za soucinnosti vyrobce.

- Primérny trvaly pfijem min. 5000 udalosti/s. Vykon musi byt dosazen na poZzadované
mnozstvi udalosti s primérnou délkou zprav minimainé 700Byte trvale. Systém musi
prokazatelné kompletné zpracovat pfijaté udalosti véetné vytvareni oCekavanych
metadat (DNS-PTR, &isla a jména ASN, geolokace), zajistovat normalizaci, zamezovat
ztraté prijatych udalosti nebo posunuti divéryhodného ¢asového razitka oproti ¢asu
skutecneho pfijmu kazdé udalosti.

- Spigkovy pFijem minimalné 10000 udalosti/s po dobu nejméné 10 minut a primérnou
délkou minimalné 700byte. Systém musi prokazatelné kompletné zpracovat pfijaté
udalosti, zamezovat ztraté ukladanych dat nebo posunuti divéryhodného Casového
razitka oproti ¢asu skutec¢ného pfijmu zprav. Pfi zpracovani dat b&hem Spickoveého
pfijmu akceptujeme zpozdéni zobrazeni zpracovavanych dat. Systém ani ve
$pickovém vykonu nesmi dovolit ztratu dat, skluz duvéryhodného Casového razitka
nebo jiné prokazateiné vady na zpracovavanych datech oproti zpracovani pfi
pramérnem trvalému prijmu udalosti.

- Licenéné neomezeny pocet zafizeni pro pfijem zasilanych udalosti. Licentné
neomezeny pocet udalosti v GB za den nebo licence na minimalné 300 GB uloZzenych
udalosti za den. Integrovana databaze musi mit Cistou velikost nejméné 40 TB a nad
to musi podporovat kompresi ukladanych dat.

- Uzivatelska konfigurace klasifikace dat, parsert, filtri a alertl se provadi pomoci
vizualniho programovaciho jazyka v centralni spravcovské webové konzoli. Vizualni
programovaci jazyk musi uzivateli umoznit psat konfigurace bez nutnosti znalosti
programovani (napf. Node-RED, Microsoft VPL, Blockly apod). Vizualni programovaci
jazyk neni prezentovan textoveé, ale graficky formou schémat-symboll, kterée
reprezentuji aplikaéni logiku a kontroluji syntaxi.



Konfigurace uzivatelskych parserd musi umozhovat automatické doplhovani DNS
reverznich zaznamu, GeolP informace a identifikace vyrobce zafizeni podle MAC
adresy.

Systém musi podporovat doplhovani zprav o informace z textovych prohledavacich
tabulek. (Napriklad k uzivatelskému jménu dopinit z textové prohledavaci tabulky
informaci o jeho emailu, Clenstvi v AD skupinach a podobné). Pro automatickou
aktualizaci takto ulozenych dopliujicich informaci museji byt tyto textove prohledavaci
tabulky naplnitelné pomoci REST API nabizeného Systému a modifikovatelné pfes
jednotné webové rozhrani.

Moznost on-line ladéni uzivatelsky definovanych parser( — pfi jejich vytvareni je mozne
vlozit skupinu testovacich zprav, pfi zméné je okamzité zobrazena vysledna podoba
rozparsovanych dat a pfipadna chybova hlaseni s upozornénim na chybna mista
vytvafeného parseru. Pro snadnéj$i vytvafeni parserl poZadujeme mit moznost
vlozeni minimainé 20 testovacich zprav soucasné.

V centraini spravcovské konzoli je mozné pfidavat k jednotlivym zdrojum dat,
aplikacim, zafizenim nebo IP subnetim tzv. znacky, oznadujici napfiklad umisténi
zafizeni, typ zafizeni, kriticnost zafizeni apod. Systém obsahuje pfeddefinované
znacky, které automaticky pfidava k pfijimanym zpravam. Pfiklady znacéek:
konfiguraéni zména, Uspedné ovéfeni uzivatele, netispésné ovéfeni uzivatele, zprava
pfisla z windows, zprava byla vygenerovana firewallem atd...

Vsechny pridavané znacky jsou ukladany s kazdou pfijatou udalosti, na zakladé
znacky je mozné filtrovat data nebo omezovat opravnéni uzivatell Systému
Kk jednotlivym udalostem.

Pro budouci nasazeni ve vysoké dostupnosti je vyzadovana podpora sestaveni
v clusteru — pozadujeme podporu minimalné 2 nodl. Nastaveni clusteru se musi
kompletné realizovat v grafickém rozhrani spravcovské konzole v jednom kroku, neni
pfipustné konfigurovat sestaveni scripty, makry nebo Upravou textové konfigurace
Systému a pomoci ruénich restartt sluzeb. Systém ve vysoké dostupnosti musi
pfehledné informovat o stavu clusteru a procesu synchronizace databazi.
Dokumentace k realizaci vysoké dostupnosti musi byt kompletni a popisovat véechny
kroky sestavovani a obnoveni v pfipadé vypadku komponenty clusteru.

V pfipadé vyuziti vice nodd v clusteru se automaticky zrychluje zpracovani vstupnich
dat a vyhledavani v jiz uloZenych datech.

V pfipadé rozsifeni Systému na cluster musi navrhovany Systém zajistit
bezvypadkovost sbéru logu.

Reseni musi umozhovat rozsifeni mezipaméti diskového subsystému o SSD nebo
NVRAM typu o kapacité minimalné 3TB.

Systém musi umoznovat export dat ve formatu vhodném pro dal$i strojové zpracovani
bez dodate¢nych omezeni na ¢asové obdobi, mnozstvi nebo obsah exportovanych dat.
Béhem exportu je mozné oznacit pouze vybrana pole, ktera maji byt do exportu
zahrnuta.

Podpora zalohovani nebo obnoveni konfigurace v jednom kroku a jednom souboru pro
cely Systém.

Podpora duavéryhodného zalohovani dat na externi systém. PoZadovano planovane
i ad-hoc zalohovani. Zalohy dat museji byt vhodné kompresovany.

Zalohovanim dat na externi systém musi umoznit dosahnout pozadavku na délku
uloZzeni logovanych udalosti po dobu minimainé 18 mésicu. PoZzadujeme, aby Systém
umoznoval on-line zobrazit hodnoty nad vSemi interné ulozenymi daty za libovolné
¢asové obdobi bez nutnosti nejprve modifikovat konfiguraci Systému nebo dle
parametrl uloZzenych dat. A ztéchto dat pak umozni veskeré funkce analyzy
a vyhledavani.

Garantovana podpora vyrobce na aktualizaci Systému a parserl na minimainé 5 let
s ro¢ni platbou. Podpora musi obsahovat aktualizaci software minimalné 4x roc¢ne,
opravy chyb a telefonickou a emailovou podporu s diagnostikou vzdalenym pfistupem.



Cena za softwarovou podporu ha prvni rok bude soucasti zakladni ceny a za dalsi roky
bude placena roCné.

Minimalni Hardware parametry pozadovaného Systému:

- Systém nabizi kapacitni i vykonovou $kalovatelnost.

- Cista kapacita Glozného prostoru (kapacita diskového pole) dostupna pro uloZzena data
nabizeného Systému musi byt minimalné 40 TB dat pro integrovanou databazi
podporovanou hardwarové akcelerovanym SAS RAID radiéem s read-write cache min.
8 GB. Radig diskového pole musi obsahovat zalohovaci baterii nebo byt vybaven flash
pameéti.

- Pozadujeme, aby ze Systému bylo mozné za béhu vytahnout libovolné dva disky, bez
ztraty dat a vlivu na funkénost feSeni. Redundance diski nesmi ovliviiovat
pozadovanou kapacitu ulozisté.

- Zvykonovych divodu pozadujeme, aby v Systému bylo minimainé 12 ks stejnych RAID
edition diskt uréenych pro pouziti v datacentrech, o rychlosti minimainé 7200 otacek/m.

- Jedna hardwarova appliance o velikosti max. 2U, vCetné ramena pro kabelovy
management umoziujiciho vysunuti zapnutého Systému z racku pro servisni ucely.
Rack s hloubkou 1 m.

- Hardwarova appliance obsahuje vedkeré potiebné komponenty (CPU, RAM, diskovy
prostor) pro svoji innost a je nezavisla na dalSich systémech.

- 2 procesory, min. 12 jader kazdy, s podporou HyperThreadingu.

- Min. 128 GB DDR-4 a moznost rozsifeni o NVMe pamétové pole pro zpracovani dat
v Case blizkém realnému (Near Real-Time).

- Minimainé 4x 1Gbit LAN porty + 1x dedikovany 1Gbit port pro management HW.
Konfigurace vsSech parametrl sitového rozhrani véetné link agregace dle LACP
(802.3ad), VLAN a IP adresace v jednotném webovém rozhrani Systému.

- Vétraky v Systému musi byt vyménitelné za provozu a redundantni.

- 2x napajeci zdroje s redundanci napajeni 1+1.

- Systém pro vzdalenou spravu serveru vcetné potfebné licence v nejvyssi verzi, pokud
je tfeba (obdoba HP iLO, Dell iDRAC apod).

- Virtualni KVM (tj. pfevzeti textové i grafické konzole serveru a zajisténi pfenosu povell
z klavesnice a mysi vzdaleného pocitace.

- Pozadovana min. Sleta servisni podpora na hardware appliance s opravou v misté
instalace serveru a s garantovanou odezvou nasledujici pracovni den od nahlaseni
pfipadne zavady. Servisni podpora na HW je v cené zafizeni.

Alerty

- Systém je schopen na zakladé uzivatelsky zadanych podminek spinénych v pfijatych
datech vygenerovat alert.

- Pri vyraznéjsim pinéni vyrovnavaci paméti musi byt administrator Systému
automaticky informovan.

- Text emailu vygenerovaného alertem musi byt uzivatelsky definovatelny
s proménnymi, které jsou vypinény z pfijaté rozparsované udalosti.

- Systém musi obsahovat vyrobcem pfedpfipravené sety/vzory alertd a korelaci.

- Systém musi provadét konfigurace alertd a korelaci pomoci vizuainiho
programovaciho jazyka. Vizualni programovaci jazyk neni prezentovan cisté textové,
ale textové-grafickou formou, ktera vizualizuje aplikaéni logiku vytvareného alertu.
Konfigurace alertt musi umoznovat okamzitou kontrolu funkénosti vystupu alertu nebo
korelace vlozenim pfislusné testovaci zpravy, véetné zobrazeni upozornéni na
pfipadné uzivatelské chyby.

- Jako vystupni pravidlo Alertu musi Systéem umét odeslat udalost, ktera alert vyvolala,
na externi systém minimainé prostfednictvim SMTP nebo Syslogu pifes TCP protokol!.



U Syslog protokolu pozadujeme moznost definice formatu odesilanych dat pro snazsi
integraci se systemy tfetich stran.

-V alertech je mozné nejen vyuzivat, ale i pfifazovat znacky (pfiklad: posli alert jen
v pfipadég, Ze se udalost stala na kritickém serveru a je oznacen nazvem lokality, nebo
pokud udalost obsahuje podminku, pfifad novou znacku).

- System podporuje zakladni funkce SIEM — funkce pro korelace udalosti a upozornéni
s hrani¢nimi limity. Definice korelanich pravidel je provadéna pomoci vizuélniho
programovaciho jazyka a musi obsahovat moznost vloZeni testovaci zpravy a vysledku
testu o provedené akci.

Shér udalosti z Microsoft prostredi:

- Systém podporuje nativni ziskavani logli z Office 365 prostredi s licenci E3 bez nutnosti
instalovat dodate¢né externi komponenty. PoZadujeme prediozit link na dokumentaci
popisujici nastaveni Systému v jednotném grafickém rozhrani tak, aby ziskaval logy
z Office365.

- Udalosti z Microsoft prostiedi jsou vyCitany pomoci agenta instalovaného pfimo
v koncovych systémech. Windows agent musi soucasné podporovat jak monitoring
internich windows logUl, tak monitoring souborovych logli. Agent se nesmi instalovat
individualné, ale prostfednictvim MS AD Group Policy a nesmi vyzadovat zadnou
konfiguraci na cilovém systému.

- Agent zajistuje sbér nemodifikovanych udalosti a detailni zpracovani auditnich
informaci.

- Agent podporuje nastaveni filtrace odesilanych udalosti pomoci centralni spravcovské
konzole.

- Filtrace odesilanych udalosti agentem se konfiguruje pomoci vizualniho
programovaciho jazyka z centralni spravcovské konzole Systému. Logy nastavené
k filtraci jsou filtrovany na strané windows agenta a nejsou nijak odesilany po siti.
Vizualni programovaci jazyk neni prezentovan textové, ale textoveé-grafickou formou,
ktera vizualizuje aplikacni logiku vytvareného alertu. Filtry museji umoziiovat okamzité
testovat jejich ucinnost a zobrazit kolik z ulozenych dat zvoleny filtr zasdhne a kolik
logl by pfipadné filtroval minimalné za poslednich 24 hodin.

- Windows agent nevyzaduje administratorské zasahy na koncovém systému — je
centralné spravovany a jeho konfigurace musi byt kompletné realizovana v grafickém
rozhrani Systému bez vyuziti skriptd nebo maker. Konfigurace musi byt automaticky
distribuovana pfimo z centralni konzole Systému. Sprava a aktualizace Windows
agenta se neprovadi z Group Policy.

- Windows agent podporuje sbér nejen ze zakladnich systémovych logl (Aplikace,
Zabezpecleni, Instalace, Systém), ale je mozné z centralni konzole v grafickém
rozhrani nastavit i sbér vSech ostatnich logl ve sloZce Protokoly aplikaci a sluzeb. Dale
musi Windows agent podporovat centralizované nastaveni z administratorské konzole
Systému pro sbér textovych logl v€etné moznosti vybéru jejich formatu.

- Windows agent ma buffer pro pfipad ztraty spojeni mezi koncovym systémem
a centralnim ulozistém logu.

- Komunikace Windows agenta a centralniho Systému musi byt Sifrovana.

Windows agent automaticky dopliuje ke vSem odesilanym udalostem jejich textovy
popis tak, jak je zobrazen v ProhliZzeci udalosti (Event Viewer) na koncovém Systému.
Pocet instalaci Windows agenta by nemél byt licen¢né a ¢asové omezen, pokud je
licenéné nebo Casové omezen, tak pozadujeme dodani licenci na Windows agenty

v mnozstvi 1 200 na dobu pfedpokladané moraini zivotnosti produktu — 7 let.

Podpora pro sbér udalosti z pobocek:
- Systém musi obsahovat feSeni, které sbira udalosti na poboékach a umozni jejich
odeslani po saturované lince bez ztraty dat.



- Systém musi podporovat centralizovanou spravu pro sbér udalosti pfimo z centrainiho
(lozisté dat véetné dokumentace pozadavkl na virtualizaci a komunikacni matici pro
Sifrovany pfenos dat.

- Reseni musi byt schopno automaticky navazat spojeni s centralnim Glozistém dat
a prenasena data Sifrovat. V pfipadé vypadku spojeni mezi pobockou a centralou musi
spojeni automaticky obnovit.

- Reseni musi komunikovat po definovaném IP protokolu, aby mohla byt centraing
nastavena kvalita sluzby (QoS) pro pfenos udalosti.

- Reseni musi poskytovat kapacitu vyrovnavaci paméti pro minimaing 100GB udalosti,
které na pobocce mohou vzniknout béhem vypadku spojeni mezi pobocCkou a datovym
centrem.

- Reseni pro sbér dat z poboéek musi mit vykon minimalné 5 tisic udalosti /s, a to
i v trvalé zatézi.

- Regeni musi poskytnout podporu pro UDP i TCP zdroje a pro aktivni sbér z Windows
agentu.

- Reseni musi byt k dispozici jako fyzicky systém nebo jako virtualni systém pro VMware
ESXi a Hyper-V.

- Res$eni musi byt schopno komunikovat z pobo¢ky na centralu i pfes vicenasobny
pfeklad adres (NAT).

Testovaci provoz po instalaci zafizeni:

- Zakladni nastaveni Systému a jeho konfigurace tak, aby mohl pracovat v prostredi
zadavatele, vcetné vytvoreni uzivateld s rozdilnym systémovym i databazovym
opravnénim.

- Zapojeni nékolika vybranych zdrojovych systémd logl a udalosti zadavatele
a predvedeni, jakym zpUsobem se nastavuji znacky (tagy), filtrovani udalosti
a modifikuje v grafickém rozhrani zpUsob parsovani existujiciho zdroje.

- Konfiguraci vybranych systém( Microsoft Windows zadavatele tak, aby posilaly logy
do testovaného Systému.

- Ovéreni funkénich a vykonovych parametri Windows agenta a jeho centralizované
spravy v nabizeném Systému - viz viSe, vSechny body z odstavce ,Sbér udalosti
z Microsoft prostredi”.

- Vytvoreni a ulozeni vlastniho dashboardu a reportu, nastaveni pravidelného odesilani
reportu mailem vybranym pracovnikiim zadavatele.

- Predvedeni, jakym zpGsobem se v jednotném grafickém rozhrani vytvori klasifikace
a filtrovani vstupnich dat.

- Vytvoreni, konfigurace a odladéni uzivatelsky definovaného parseru — viz vyse.

- Znackovani udalosti, vytvofeni upozornéni s limitem nebo korelaci dle zadani
Zadavatele — viz vy$e" (pfiklad: posli alert jen v pfipadé, Ze se udalost stala na skupiné
Windows server X-krat béhem 10 minut).

- Odeslani udalosti, ktera vyvolala alert, na externi syslog server pfes TCP protokol.

- Provedeni zalohy konfigurace a dat na externi systém, nastaveni Systému do
tovarniho nastaveni a obnoveni konfigurace a dat alespon jednoho pracovniho dne ze
zalohy.

- Predvedeni navy$eni a ponizeni software nabizeneho Systému v grafickém rozhrani
a predvedeni, Ze v pfipadé poniZeni nedojde ke ztraté dfive shromazdénych dat.

- Predvedeni diagnostiky nabizeného Systému a demonstraci, jakym zplsobem se
nastavuje Systém vcetné popisu moznych variant zobrazeni po vypadku.

- Predstaveni plnohodnotné dokumentace pro nabizeny Systém v ¢eském jazyce.

- Nastaveni zalohovani dat na externi systém pro zajisténi délky ulozeni logovanych
udalosti na 18 mésicl a pfedvedeni, jak z téchto dat provadét veSkere analyzy
a vyhledavani.



Testovani bude provadét dodavatel za Ucasti zastupcl zadavatele, ktery mu
poskytne potfebnou soulinnost. Testy budou provedeny v prostiedi zadavatele.
Testovaci provoz bude zakon¢en akceptaci. V pfipadé, Ze testovany Systém neprojde
Uuspésnym otestovanim, bude plnéni smlouvy povazovano za nesplnéné. Lhita dodani
Systému se timto neprodluzuje.

Implementace
Implementace Systému zahrnuje:

- Instalaci a konfiguraci zafizeni dle pozadavkul zadavatele v misté dodani.
- Nastaveni Systému za pfitomnosti obsluhy.

Zavérecna akceptace:

Ovéfeni v8ech pozadovanych funkénich viastnosti minimalné v rozsahu
specifikovaném v odstavci , Testovaci provoz po instalaci zafizeni®.

Provedeni nasledujicich vykonnostnich testu:

- Prohledani 4 000 000 (¢tyfimiliony) zaznamU, zobrazeni histogramu a TOP hodnot
z osmi rozparsovanych poli nejdéle za 10 sekund.

- Prameérny pfijem minimalné 5 000 udalosti/sekundu. Ovéreni v 10minutovém intervalu
pomoci generatoru udalosti. (Dle pozadovaného vykonu).

- Spi¢kovy piijem minimalné 10 000 udalosti/sekundu, v pfipadé vyssiho poctu udalosti
je Systém ulozi do vyrovnavaci paméti a zpracuje je pozdeji. Ovéreni v 10minutovém
intervalu pomoci generatoru udalosti.

Soucasti akceptacnich testl bude ovéfeni pozadované funkcionality a parametrl
dodaného Systému dle Technické specifikace zadani.

Uznani Uplnosti dokumentace v ¢eském jazyce ke vSem komponentim dodaného
Systému.



